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Abstract Excitation-emission matrices (EEM) and total syn-
chronous fluorescence spectra (SFS) of normal and malignant
breast tissue specimens are measured in UV-VIS spectral
region to serve as data inputs in development of Support
Vector Machine (SVM) based breast cancer diagnostics tool.
Various input data combinations are tested for classification
accuracy using SVM prediction against histopathology find-
ings to discover the best combination regarding diagnostics
sensitivity and specificity. It is shown that with EEM data
SVM provided 67 % sensitivity and 62 % specificity diag-
nostics. With SFS data SVM provided 100 % sensitivity and
specificity for a several input data combinations. Among these
combinations those that require minimal data inputs are
identified.

Keywords Breast cancer - Fluorescence - Support vector
machine - Synchronous fluorescence

Introduction

Breast cancer is one of the most frequently diagnosed can-
cers among women in the world of nearly every racial and
ethnic group [1]. Breast cancer is also one of the leading
causes of deaths from cancer for the female population.
However, if detected in early stage this cancer is one of
the most treatable forms of cancer. Because of that, the
advancement of existing and developing new method for
diagnosis cancer is of crucial importance. In last few deca-
des, diagnostic techniques based on optical spectroscopy
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has been considered as an alternative technique for the
conventional diagnostic. Most clinical applications have
concentrated on absorption, fluorescence and elastic scatter-
ing spectroscopies, because these measurements can be
obtained with a good signal-to-noise ratio in reasonably
short integration times. These techniques are fast, noninva-
sive, reproducible and quantitative. Also, these techniques
have the potential to link the biochemical and morphologi-
cal properties of tissues to individual patient care.

Fluorescence has proven to be a versatile tool for studying
molecular interactions in analytical chemistry, biochemistry,
cell biology, photochemistry, and environmental science.
Fluorescence spectroscopy has been widely explored as diag-
nostic tools in the field of cancer [2]. Its advantages over other
light-based methods are high sensitivity, high speed and safe-
ty. For all these techniques, fluorescence has been a specially
prosperity because all tissues fluoresce in the range 360—
600 nm. In any case, it is able to distinguish the normal from
abnormal tissues in various organ, such as breast [3, 4], colon
[5], head and neck [6], skin [7], etc.

All tissues are rich in complex mixture of substances,
involving a large number of molecules that can absorb and
emit light of different wavelengths, so-called fluorophores.
The endogenous fluorophores, such as nicotinamide adenine
dinucleotide (NADH), flavin adenine dinucleotide (FAD),
collagen, elastin, amino acids, vitamins, lipids and porphyr-
ins, have a significant variation in the concentration and
their distribution in different tissue types. These differences,
together with alternations in the local environment within
the tissue, are the basis for the discrimination between tumor
and normal tissue by fluorescence spectroscopy.

To detect majority of fluorescence changes between normal
and decease tissues more complex fluorescence methods are
used: excitation—emission matrix (EEM) spectroscopy and
synchronous fluorescence spectroscopy (SES). Fluorescence
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landscape spectroscopy, also known as EEM, utilizing
multiple-color illumination, with the full fluorescence spec-
trum recorded for each excitation wavelength. The different
excitation wavelengths might be expected to variously excite
different fluorophores, resulting in more complex emission
patterns with more information relevant to biochemical
changes than for single-color excitation, and with presumed
greater likelihood of distinguishing malignancy from normal
conditions [8]. Recently, synchronous fluorescence spectros-
copy (SFS) has been used in cancer detection [4, 9—16]. The
SFS method involves simultaneous scanning of both emission
and excitation wavelengths while keeping the interval of
wavelengths (constant-wavelength mode) or frequencies
(constant-energy mode) between them constant. The synchro-
nous spectrum often has more features and thus provides more
information than ordinary emission spectra.

However, observed data are subtly related in ways that
are often difficult to express in the form of diagnostic rules
and must be processed for tissue classification purposes.
Mathematical algorithms then can be developed and opti-
mized to classify tissues into their respective histological
category based on their spectral features.

Support vector machine (SVM) is a statistical technology
developed by the machine learning community [17, 18] that
can be used for both classification and regression.
Compared with other machine learning methods, SVM has
such advantages as it does not need a large number of
training samples for developing model and is not affected
by the presence of outliers [19]. Having high generalization
procedure and feasibility to extract higher order statistics the
SVM [17, 18, 20] has become extremely popular in terms of
classification and prediction.

In the context of classification SVM is transforming
original data space into much higher dimension to make
classification groups linearly separable. Given a set of
points that all belong to one of two classes, SVM can find
the hyperplane in the transformed space that leaves the
largest possible fraction of points of the same class on the
same side, while maximizing the distance of either class
from the hyperplane. This optimal separating hyperplane
can minimize the risk of misclassifying examples of the test
set. Neural networks [21] also have been successful in many
applications, especially for clustering [22] and pattern rec-
ognition [23]. Recent research, however, has suggested that
the SVM is superior to the neural network [24-26].

In this work we aimed to investigate possibility for de-
velopment of breast cancer diagnostic method that is based
on SVM classification of breast tissue autofluorescence data
and to give first assessment on method specificity and
sensitivity. For this purpose data from EEM and SFS,
obtained on both normal and malignant breast tissue speci-
mens, are divided into two groups. One data group was used
as training set for SVM, and other provided test results.
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Several combinations of spectral parameters were tested
with SVM to find arrangement that gives the best sensitivity
and specificity.

Theory

The principal idea of a SVM is to determine an optimal
separating hyperplane that maximizes the margin between
two classes in a multidimensional data space. Let first as-
sume linearly separable set S' of m objects where each n-
dimensional object x has n coordinates, x=(x1, xa,..., X,,),
and where each x; is a real number, x; € R Any hyperplane in
the S space can be written as

{xeSw-x+b=0}, we s, beRr, (1)

where dot product is defined by

W X = iw,-x,-. (2)
i=1

Considering that each object x;, j=(1, 2, ..., m), belongs
to a classy; € {—1,+1}, the task is to find a hyperplane that
divides space S in the way that all objects belonging to
different classes lie in space on different sides of the hyper-
plane. In other words, a pair of (w, ») should be found that
satisfy

yi(w-x; +b) > +1, (3)

for each i=1 to n, and the separating hyperplane equation,
Fig. 1a, becomes

w-x+b=0. (4)

In the case of the linearly separable classes, which is
under current consideration, there exist at least one or more
hyperplanes (w, b) that fulfill previous condition (Eq. 3).
Each such hyperplane represents a classifier that correctly
separates all objects. Among them SVM seeks to find one
which has maximal distance to the closest point, that is one
that maximize margin between classes for better generaliza-
tion. This hyperplane is called the optimal separating hyper-
plane (OSH).

Taking into account that the margin between objects in
different classis is 2/||w]| the second task is to find among all
possible separating hyperplanes the one with maximal 2/||
w]|, which is equivalent to minimal ||w||*/2. So, the optimi-
zation problem becomes

2
minm, (5)
2

with the constraints

y,(WX,+b)7120, 1:1,,m (6)
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Fig. 1 a optimal separating
hyperplane; b mapping of
linearly nonseparable data into
the space of higher
dimensionality (feature space)
provides linearly separable case

ffwit -~ * *

this is actually the minimization of quadratic function under
linear constraints (quadratic programming).

This problem can be solved using the classic method of
Lagrange multipliers in dual problem formulation:

m 1 m m
max L(w,b, A) = Zli -5 Z Zliljyf){jxi - Xj, (7)
=1 =1 j=1

under constraints
Z/ll'yl' = 0, (8)
i=1

where A=(A;, Ay, ..., Ay) are Lagrange multipliers, A; > 0,
and represent solution to the optimization problem, Eq. (5).
The objects from the SVM solution that have A,>0 are
support vectors, while the objects that have 1,=0 are not
important and do not contribute to the SVM model.

Now, parameters (w,, b,) of optimal separating hyper-
plane can be computed as:

m

Ns
W, = Z;li)ﬁxi = z;/liyisi- )
i= i=

and b, is an average of b values obtained for all support
vector objects

m Ns
b:yjfZ}t,-y,-x,wxj:y,-fZA,-ylws,--xj. (10)
i—1 i—1
Here, s represents support vectors and Ns is their number.
Any new object can be classified only on the sign of the
expression W, - X + b. However, it is also possible to make
classification without computing w,,. In this case one can use
supporting vectors from the training set and corresponding
Lagrange multipliers to find decision function f{X,ey) of clas-
sifying a new object Xpey:

f(xnew) = sgn (Z Aiyixi * Xpew + b)

i=1

Ns
= sgn (Z AiYiSi * Xpew + b) .

i=1

(11)

original space feature space

ANy

¢:S>F
RALICIN

Most of the object sets are not linearly separable. Then,
the data need to be mapped into some other dot product
space of higher dimensionality (called feature space, F)
using feature function ®(x), ®:S—F, so that a reliable linear
separation may be achieved, Fig. 1b. Now, the training
algorithm would only depend on the data through dot prod-
ucts in F; i.e. on functions of the form ®(x;)-®(x)):

i=1

J (Xpew) = sgn <zm: Ayi®(X;) - P(Xpew) + b). (12)

However, since the F is high-dimensional this product
will be very expensive to compute. Fortunately, one can
overcome computation in high-dimensional space by apply-
ing the simple trick, so called kernel trick [10], which
enables calculation of dot product in initial data space:

K(xi,xj) = D(x;) ® @(xj). (13)

In this way a support vector machine that lives in a high-
dimensional space is produced, and will work in roughly the
same amount of time it would take for un-mapped data:

Ns
f(xnew) = sgn <Z ﬂviy[K(si; Xnew) + b> ) (14)
i=1

The choice of kernel function is restricted to some con-
ditions, like Mercer’s condition [27], which will not be
discussed here. Some of the most popular kernels used by
SVM practitioners are [11]:

— Linear (dot) kernel: K (x,—, x_,-) =X; - Xj;

—  Polynomial kernel: K(xl-, x_,-) = (1 +Xx; - xj)d;

—  Neural (sigmoid) kernel: K (x;, ;) = tanh(ax; - X; + b);
—  Gaussian radial basis function (RBF) kernel: K (x;, x;)

= exp(—Hxi — xsz/ZUZ); etc.

Experimental (Materials and Methods)

The study involved tissue samples from female patients with
breast cancer. Both tumor and normal human breast tissue

@ Springer



1284

J Fluoresc (2012) 22:1281-1289

specimens were obtained from patients at the Institute of
Oncology and Radiology of Serbia (Belgrade, Serbia) after
Informed Consents had been signed by the patients.
Samples were collected soon after surgical resection, iden-
tified, assessed by a pathologist for diagnosis and stored at -
80 °C until fluorescence measurements. Specimen sizes
varied from 0.2x0.5%0.5 cm to 0.3x1.0x 1.5 cm.
Fluorescence emissions from breast tissue samples were
measured at room temperature using Perkin Elmer
Fluorescence Spectrophotometer LS45. Samples are placed
in Perkin Elmer LS Series Front Surface Accessory which
enables detection of fluorescence from sample surface at
90°angle in respect to excitation beam. EEM spectra are
measured in two spectral regions to avoid overlap between
excitation and emission: (I) excitation from 335 to 400 nm
and emission from 430 to 625 nm, and (II) excitation from
400 to 470 nm and emission from 500 to 625 nm.

400
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360

A-excitation [nm]

350

340

450 475 500 525 550 575 600 625
A-emission [nm]

A-excitation [nm]

500 525 550 575 600 625

A-emission [nm]

Fig. 2 EEM contour graphs of normal and malignant tissue specimen:
excitation from 335 to 400 nm and emission from 430 to 625 nm, (a)
and (b) for normal and malignant, respectively; excitation from 400 to
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Synchronous fluorescence spectra are measured in a constant
wavelength mode in the excitation range from 330 to
650 nm. Total synchronous fluorescence spectra are obtained
by repeatedly measuring synchronous spectra while varying
constant wavelength interval (wavelength difference be-
tween positions of excitation and emission monochromators)
from 30 to 120 nm. Data were collected at 200 nm/min scan
rate, automatically corrected with respect to excitation power
by the instrument and normalized in a manner that the point
of maximal fluorescence emission has a value of 100 in order
to account for differences in specimen morphologies. The
system provided +1.0 nm wavelength accuracy and +0.5 nm
wavelength reproducibility.

Spectral domain volumes (volumes below luminescence
intensity surface) are calculated numerically. Spectral domain
of interest (x-y surface— A .-AA domain) is represented with
the grid of discrete points (x;, y;), each of which has a unique
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470 nm and emission from 500 to 625 nm, (¢) and (d) for normal and
malignant, respectively
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value taken from the spectral domain: x,=x,,,;, +iAx; y=Vim+
JAY, AXx= (X0 = Xmin) Ny AV= e = Ymin)/M, where ‘max’ and
‘min’ denote upper and lower spectral bounds and N and M
are discretization factors. Then, spectral domain volumes are
calculated using the following equation:

Ymax  Xmax N
Z 1 (x,», yj) .

M
[ rtnasay = (axay
. i=1

(15)

=1

Ymin  Xmin

First derivative total synchronous fluorescence patterns
are obtained by differentiation of measured total synchro-
nous spectra with respect to excitation wavelength. Spectral
slopes are calculated from first derivate TSFS patterns as a
mean value of intensities over regions of interest.
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Fig. 3 SFS and first derivate SFS contour graphs of normal and
malignant tissue specimen measure in excitation range from 335 to
400 nm and synchronous interval range from 30 to 120 nm (a) and (b)

R™ goftware is used for calculations and for SVM train-
ing and exploitation.

Results and Discussion

Fluorescence Landscapes and Fluorescence Synchronous
Spectra of Normal and Malignant Tissue

Breast tissue fluorescence is measured on two sets of speci-
mens, malignant and normal, and the EEM and SFS spectra
are recorded for each specimen. Representative EEM and
SFS spectra are shown in Figs. 2 and 3, respectively, in the
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SES for normal and malignant tissue, respectively; (¢) and (d) first
derivate SFS for normal and malignant tissue, respectively
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form of contour graphs. In these graphs different colors
stand for different fluorescence intensities.

Fluorescence has good capability for use in the diagnosis
of tissue conditions because fluorescence depends on tissue
biochemical make-up, and because of its strong sensitivity
to changes in endogenous fluorophore concentrations and/or
local environment. Therefore, tissue fluorescence spectra
may be regarded as tissue characteristic “fingerprint” spe-
cific for each tissue specimen. Breast tissue is mainly com-
posed of epithelial cells, an extracellular matrix, and fat. In
addition, it contains a number of optically important fluo-
rophores and chromophores.

The endogenous fluorophores include tryptophan, type I
collagen (the primary fluorophore in the extracellular ma-
trix), NAD(P)H, flavin adenine dinucleotide (FAD) and
elastin [2, 28, 29]. Tryptophan fluorescence is an indicator
of protein or free tryptophan content, while NAD(P)H and
flavoproteins are indicators of metabolic activity and are
maximally excited at 351 and 450 nm, respectively.
Finally, collagen is the primary structural protein in the
extracellular matrix and the fluorescence from its cross-
links is maximally excited at 325 nm [2]. Other major
factors that influence breast tissue fluorescence spectra in
the ultraviolet—visible (UV—vis) spectrum are endogenous
absorbers and scatterers in the tissue [30, 31]. The more
detailed description of tissue fluorescence is given in the
literature, for example in Ref. [32].

Classification Results

Support vector machine classification is performed with
data extracted from selected spectral regions of EEM and
SFS for each considered tissue specimen. Regarding EEM,
vector components are taken as volume below intensity
surface using Eq. (15) in five regions: 1) excitation from
335 to 400 nm and emission from 460 to 530 nm — denoted
as EEM-1; 2) excitation from 350 to 385 nm and emission
from 580 to 625 nm — denoted as EEM-2; 3) excitation from
440 to 470 nm and emission from 500 to 525 nm — denoted
as EEM-3; 4) excitation from 450 to 470 nm and emission
from 590 to 615 nm — denoted as EEM-4; and 5) excitation
from 400 to 440 nm and emission from 590 to 615 nm —
denoted as EEM-5. Regarding SFS, vector components are
taken from spectral regions as volume below intensity sur-
face for ordinary SFS and as an average value for the first
derivate SFS. For ordinary SFS three regions are consid-
ered: 1) excitation from 330 to 400 nm and AA from 65 to
120 nm — denoted as SFS-1; 2) excitation from 330 to
425 nm and AA from 30 to 55 nm — denoted as SFS-2; and
3) excitation from 430 to 530 nm and AA from 30 to 90 nm —
denoted as SFS-3. For first derivate SFS: 1) excitation from
340 to 375 nm and AA from 30 to 65 nm — denoted as FDS-
1; 2) excitation from 380 to 420 nm and AA from 65 to
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120 nm — denoted as FDS-2; and 3) excitation from 425 to
440 nm and AA from 30 to 85 nm — denoted as FDS-3. In
addition, arithmetic combinations of spectral components
are calculated to be also tested as an input vectors for
support vector machine, Table 1.

To perform classification and to test classification accu-
racy samples are divided into two, equal size groups, train-
ing group and test group. Then, SVM classification and
testing were done for different sets of vector inputs chosen
from 42 possible spectral data (11 spectral components and
31 spectral combinations listed in Table 1.). It is important
to note that combinations are made only from spectral data
from either EEM or SFS measurements. In each case SVM
utilized linear (dot) kernel. Classification accuracy for dif-
ferent sets of input vector components is listed in Table 2.

In general, we found that SVM machine can classify ma-
lignant breast tissues samples using fluorescence data. In the
case of data extracted from EEM spectra the accuracy is
relatively poor, and the sensitivity of 66.67 % and specificity
0f62.50 % is found for all tested EEM data combinations. On
the contrast, SVM classifications using SFS and FD SFS data
were quite successful, yielding in a number of input data
combinations 100 % sensitivity and specificity. This result
supports previous findings of SFS superiority over EEM for
analysis of multicomponent samples [33] due to SFS in-
creased selectivity and decreased emission bandwidths. It is
important to note that there exist two minimal data combina-
tions that provide 100 % sensitivity and specificity. First
combination comprises RT12, RT13 and RT23, which is in

Table 1 Combinations of spectral components used as input vector
components in support vector classification of normal and malignant
breast tissue specimens

Symbol Combination Symbol Combination
Etot EEM-1 + EEM-2 + RT2 SFS-2 / Stot

EEM-3 + EEM-4 +

EEM-5
El12 EEM-1 / EEM-2 RT3 SFS-3 / Stot
El3 EEM-1 / EEM-3 RT12  (SFS-1+SFS-2) / Stot
El4 EEM-1 / EEM-4 RT13  (SFS-1+SFS-3) / Stot
El5 EEM-1 / EEM-5 RT23  (SFS-2+SFS-3) / Stot
E23 EEM-2 / EEM-3 PR112  SFS-1/(SFS-1+SFS-2)
E24 EEM-2 / EEM-4 PR113  SFS-1/(SFS-1+SFS-3)
E25 EEM-2 / EEM-5 PR223  SFS-2/(SFS-2+SFS-3)
E34 EEM-3 / EEM-4 Ftot FDS-1+FDS-2+FDS-3
E35 EEM-3 / EEM-5 Dl (FDS-1 - Ftot) / FDS-1
E45 EEM-4 / EEM-5 D2 (FDS-2 — Ftot) / FDS-2
Stot SFS-1+SFS-2+SFS-3 D3 (FDS-3 — Ftot) / FDS-3
S12 SFS-1/ SFS-2 D12 (FDS-1 - FDS-2) / FDS-1
S13 SFS-1/ SFS-3 D13 (FDS-1 - FDS-3) / FDS-1
S23 SFS-2 / SFS-3 D23 (FDS-2 — FDS-3) / FDS-2

RT1 SFS-1 / Stot




J Fluoresc (2012) 22:1281-1289 1287
Table 2 SVM tissue type pre-
diction versus histopathology Combination: SVM test results
findings for various input data
combinations All combinations with EEM data Normal ~ Malignant  Sensitivity ~ 66.67 %
Normal 15 6 Specificity  62.50 %
Malignant 9 12 Error 35.71 %
SFS-1, SFS-2, SFS-3, FDS-1, FDS-2, FDS- Normal  Malignant  Sensitivity 100 %
3 Normal 20 0 Specificity  95.23 %
Malignant 1 21 Error 2.38 %
SFS-1, SFS-2, SES-3, RT-12, RT-13, RT-23 Normal Malignant  Sensitivity 100 %
Normal 20 0 Specificity  95.23 %
Malignant 1 21 Error 2.38 %
FDS-1, FDS-2, FDS-3 Normal  Malignant  Sensitivity 100 %
Normal 20 0 Specificity  95.23 %
Malignant 1 21 Error 238 %
FDS-1, FDS-2, FDS-3, RT12, RT13, RT23 Normal  Malignant  Sensitivity 100 %
Normal 20 0 Specificity  95.23 %
Malignant 1 21 Error 2.38 %
SFS-1, SFS-2, SFS-3 Normal  Malignant  Sensitivity ~ 76.19 %
Normal 18 5 Specificity  85.71 %
Malignant 3 16 Error 2143 %
SFS-1, SFS-2, SFS-3, FDS-1, FDS-2, FDS- Normal Malignant  Sensitivity  95.24 %
3, RT12, RT13, RT23 Normal 20 1 Specificity  95.24 %
Malignant 1 20 Error 4.76 %
DI, D2, D3, D12, D13, D23 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
RT12, RT23, SFS-3, FDS-1 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
FDS-3, P112, P113, D2, D3 Normal  Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
FDS-3, P112, P113, RT23, RT2 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
FDS-3, P112, P113, RT23 Normal  Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
FDS-3, P112, P113 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
SFS-1, SFS-2, SFS-3, FDS-1, FDS-2, FDS- Normal Malignant  Sensitivity 100 %
3, RTI, RT2, RT3 Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
FDS-1, FDS-2, FDS-3, D12, D13, D23 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
D12, D13, D23 Normal  Malignant  Sensitivity 100 %
Normal 20 0 Specificity  95.23 %
Malignant 1 21 Error 2.38 %
FDS-3, PR-113 Normal Malignant  Sensitivity 100 %
Normal 21 0 Specificity 100 %
Malignant 0 21 Error 0.00 %
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fact combination of spectral volumes under three SFS regions
(SFS-1, SFS-2 and SFS-3). The second minimal combination
is comprised of one FD SFS region (FDS-3) and one ratio
from SFS region, RT113. Finding minimal input data combi-
nation for classification is important because it lessen spectral
regions that need to be measured and in this way reduce
necessary work and time needed for fluorescence measure-
ments in everyday applications.

Conclusions

Fluorescence of normal and malignant breast tissue samples
exhibits differences in UV-VIS spectral regions. These differ-
ences come from different concentrations of tissue endoge-
nous fluorophores and chromophores, and from changes in
fluorophore local environment. Fluorescence emission pat-
terns, EEM and SFS, are complex and characteristic for each
individual tissue specimen. Therefore, visual inspection of
emission patterns may be difficult and inappropriate for diag-
nostics. However, we show here that it is possible to develop
and optimize Support Vector Machine to classify tissues into
their respective histological category from their fluoresecence
spectral features. Support Vector Machine prediction from
EEM spectral features was relatively poor with about 67 %
sensitivity and 62 % specificity. On the other hand, 100 %
sensitivity and specificity is achieved with SFS data from
several spectral regions. These finding indirectly support the-
sis of SFS advantage over EEM for analysis of complex,
multicomponent samples.
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